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ABSTRACT

A satellite-based climatology is presented of 9607mesoscale convective systems (MCSs) that occurred over

the central and southeastern United States from 1996 to 2017. This climatology is constructed with a fully

automated algorithm based on their cold cloud shields, as observed from infrared images taken by GOES-

East satellites. The geographical, seasonal, and diurnal patterns of MCS frequency are evaluated, as are the

frequency distributions and seasonal variability of duration and maximum size. MCS duration and maximum

size are found to be strongly correlated, with coefficients greater than 0.7. Although previous literature has

subclassified MCSs based on size and duration, we find no obvious threshold that cleanly categorizes MCSs.

The Plains andDeep South are identified as two regional modes of maximumMCS frequency, accounting for

21% and 18% of MCSs, respectively, and these are found to differ in the direction and speed of the MCSs

(means of 16 and 13m s21), their distributions of duration and size (means of 12.2 h, 176 000 km2 and 9.6 h,

108 000 km2), their initial growth rates (means of 7.6 and 6.1 km2 s21), and many aspects of the seasonal cycle.

The lifetime patterns ofMCSmovement and growth are evaluated for the full domain and for the two regional

modes. The growth patterns and strong correlation between size and duration allow for a parabolic function to

represent the MCS life cycle quite well in summary statistics. We show that this satellite-based climatology

supports previous studies identifying favorable environments for mesoscale convective systems.

1. Introduction

Mesoscale convective systems (MCSs) are thunder-

storm complexes that organize on scales of hundreds of

kilometers and several hours. As a result, they are re-

sponsible for a significant amount of severe weather and

over half of global precipitation (Cotton et al. 1995).

Although MCSs occur in many locations around the

globe, they are focused on locations with baroclinicity,

vertical wind shear, CAPE, and frequent low-level jets

(LLJ) of warm, moist air (Laing and Fritsch 1997, 2000).

The focus of this paper is the central and southeastern

United States, one of the most active regions for MCS

occurrence.

MCSs typically begin with a group of convective cells

that organize due to their proximity or due to shared

initial forcing, such as by a front. As new cells form, the

older cells weaken and evolve into a broad, contiguous

region of stratiform precipitation (e.g., Houze 1982).

The coexistence of convective and stratiform compo-

nents is a hallmark of mature MCSs (Houze 1997). The

end of an MCS life cycle is marked by the weakening of

its convection and ultimately the stanching of the strat-

iform component that is sustained by the convection.

The relationship between these two components are the

foundation for radar-based MCS classification schemes

(Parker and Johnson 2000); however, to be consistent

with previous satellite-based literature (e.g., Maddox

1980; Augustine andHoward 1988; Anderson andArritt

1998, 2001; Jirak et al. 2003), this paper utilizes a single-

threshold satellite-based approach that cannot distin-

guish between convective and stratiform clouds.

The literature on the processes controlling MCS ini-

tiation and maintenance is among the most extensive in
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dynamical meteorology. To provide context for our

findings, we include here a summary of the main ideas.

The convective component requires a continuous inflow

of moisture, such as from a low-level jet (LLJ, Maddox

1983), while the stratiform component is comprised of

remnant ice particles from convection that are kept aloft

by a broader, mesoscale updraft (Leary andHouze 1979;

Yuter and Houze 1995). These sustaining conditions are

heavily influenced by synoptic patterns, especially the

North Atlantic subtropical high (NASH). The NASH’s

seasonal migration and interannual variability modulate

the precipitation patterns of the central and southeast-

ern United States (Li et al. 2012). MCSs regularly occur

ahead of troughs (Maddox 1983), and these troughs have

been shown to enhance the Great Plains LLJ during

MCS activity (Trier and Parsons 1993).

Convective initiation over the Great Plains is most

frequent overnight, as recently confirmed by the Plains

Elevated Convection At Night (PECAN; Geerts et al.

2017) campaign (e.g., Reif and Bluestein 2017;Weckwerth

et al. 2019). This accounts for the nighttime climatological

precipitation maximum in the region (e.g., Riley et al.

1987; Higgins et al. 1997; Weckwerth and Romatschke

2019). The convection has different triggers, including

the LLJ terminus, LLJ overrunning (of a front), influ-

ences from a preexistingMCS, bores, and gravity waves

(Weckwerth et al. 2019). The LLJ is a diurnal phe-

nomenon that arises from a combination of nightly

decoupling of the boundary layer from the surface

(Blackadar 1957) and horizontal temperature differ-

ences due to elevation changes across the Great Plains

(Holton 1967). The temperature differences are part of

the mountain–plains solenoid (MPS), a diurnal over-

turning circulation, similar to a land–sea-breeze circu-

lation, that modulates the location and timing of MCS

activity across the region (Wolyn and Mckee 1994; Dai

et al. 1999; Carbone and Tuttle 2008).

MCSs can generate a mesoscale convective vortex

(MCV) through the potential vorticity anomaly generated

by the top-heavy profile of diabatic heating (Johnston

1981; Bartels and Maddox 1991; Fritsch et al. 1994). The

MCV can then outlive the MCS itself and modify the

environment to encourage future MCS development.

The outflow boundaries of active MCSs can also cause

new convection (Weckwerth et al. 2019). Specifically,

bores and density currents are hydraulic jumps that have

also been shown to trigger nocturnal convection and

contribute to MCS initiation (Geerts et al. 2017; Haghi

et al. 2017, 2019; Parsons et al. 2019).

Although MCSs commonly require favorable synop-

tic environments, they can also initiate with only local

forcings, such as a land–sea breeze or MPS, if the envi-

ronment has high surface temperature and humidity

(e.g., Song et al. 2019, hereafter S19). WhileMCSs occur

in the presence of CAPE and vertical wind shear, there

is evidence that too much shear limits MCS duration

(Yang et al. 2017), and environments with more CAPE

and shear favor development of supercells rather than

MCSs (Thompson et al. 2012). Extensive details of MCS

dynamics can be found in theAMSCentennial Monograph

on MCSs (Houze 2018).

Large-scale, methodologically consistent historical

records are valued for providing a reliable context for

assessing models and theory. With the development of

new techniques and improved computing capabilities,

more observations have allowed more studies on MCSs

in the United States. Despite this, only two studies span

longer than a decade with homogeneous datasets:

Haberlie and Ashley (2019, hereafter HA19) and Feng

et al. (2019, hereafter F19), both of which utilize radar

data to characterize MCSs.

MCSs are frequently studied through the lens of

geostationary infrared satellite imagery because they

produce large cloud shields—contiguous regions of ex-

tremely cold cloud-top temperatures—that are easily

identifiable and trackable in infrared satellite images.

Furthermore, geostationary satellite imagery has ex-

tensive spatial and temporal coverage, and the methods

for analyzing geostationary satellite data can be applied

to any region of the globe. To date, the satellite-based

histories of central and southeastern U.S. MCSs are rel-

atively brief (e.g., Maddox 1980; Augustine and Howard

1988; Anderson and Arritt 1998, 2001; Jirak et al. 2003).

Composite climatologies have also been constructed from

the short surveys (e.g., Bartels et al. 1984; Ashley et al.

2003). For example, Ashley et al. (2003) constructed a

15-yr dataset by compiling results from nine different

short-duration studies that examined years from 1978 to

1999. While they took care to minimize differences be-

tween the different studies, their compositewas limited by

the scopes of the component studies, and they were only

able to study 15 of the 22 years in their 1978–99 domain.

This paper provides a comprehensive satellite-based

climatology of central and southeastern U.S. MCSs for

the 22-yr period of 1996–2017.Weutilize a fully automated

‘‘area-overlap’’ procedure, adapted from Whitehall et al.

(2015), which itself is an implementation of the algo-

rithm presented in Williams and Houze (1987). Our

implementation differs from other satellite-based pro-

cessing techniques (such as Carvalho and Jones 2001;

Vila et al. 2008; Hennon et al. 2011; Fiolleau and Roca

2013) in that data are stored in a graph database that

intrinsically accounts for system mergers and splits.

Similar decade-long satellite-based studies in other parts

of the world (e.g., Durkee and Mote 2010; Blamey

and Reason 2012) have required human intervention to
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process mergers and splits. By using a graph database to

represent the complex MCS life cycles, we remove a

potential source of subjectivity and allow the algorithm

to construct the climatology without human interven-

tion beyond the defining parameters. The details of this

graph database are described in section 2.

In examining the spatial, seasonal, and diurnal pat-

terns of MCS frequency, duration, and size, we find that

there are no obvious thresholds of duration and size that

cleanly subcategorize MCSs, as has been commonly

done in previous satellite-based studies (e.g., Anderson

and Arritt 1998, 2001; Jirak et al. 2003). The Plains (PL)

and Deep South (DS) are identified, however, as two

regional modes of maximum MCS frequency (Fig. 1).

These differ substantially from each other and from the

patterns of the overall domain. MCSs in PL become

common earlier in the season, move faster, travel far-

ther, obtain a larger maximum size, and have a longer

duration. Those in DS, while having duration and size

patterns similar to the full domain, typically move

slower, travel less distance, and have a shorter-lived

active season than the domain as a whole.

The lifetime patterns of MCS movement and growth

are considered for the overall domain and the two

regional modes. Size and duration are shown to be

strongly correlated in all three, and using this strong

correlation, a parabolic function is demonstrated to

closely represent MCS summary statistics. The life cycle

of size for an individual MCS does not always closely

follow a parabola, but we show that a parabola is a

useful characterization of the average of large col-

lections of MCSs.

We begin in section 2 with descriptions of the data and

techniques, including a description of the graph data-

base. Section 3 presents the spatial and temporal pat-

terns of the MCSs, which reveal the preferred locations

for MCSs to occur and how the favorable locations

change temporally across the domain. In section 4, we

evaluate two of the defining characteristics: duration

and size. The distributions of duration and maximum

size are presented and shown to be strongly correlated,

the typical lifetime of MCS growth and decay are de-

scribed, and the quadratic time behavior of the com-

posite is demonstrated. Finally, in section 5, we discuss

possible dynamical implications of the results and sug-

gest future directions of study.

2. Data and methods

a. Data

GOES-East infrared satellite imagery for this study are

provided by NOAA’s Comprehensive Large Array-Data

Stewardship System (CLASS), which is hosted by the

National Centers for Environmental Information (NCEI).

In the 22 years examined, four satellites served as GOES-

East: GOES-8, GOES-12, GOES-13, and GOES-14.

Because this study does not evaluate interannual

trends, any instrumental changes across successive satel-

lites are not expected to substantially affect results. All

four satellites’ infrared images have a nominal 4km res-

olution, and all images were regridded to a 0.0258 latitude–
longitude grid for analysis.

The GOES-East satellite typically produces an infra-

red image of the continental United States every 15min.

However, there are occasional irregularities in the data

from instrument failure, transmission problems, or

temporary schedule changes. We address data irregu-

larities by removing images that are incomplete within

208–558N and 658–1158W, which is the full domain for

this study. For images that are complete, many have a

few pixel-wide lines of erroneous data. To keep these

images in the dataset, we fill the gaps with linear inter-

polation. Images with a total of four or more erroneous

lines are removed entirely.

To ensure temporal continuity, we enforce a maximum

interval between subsequent images of 3h, which is the

nominal interval between full-disk images1 and the min-

imum duration criterion we use for MCS identification.

FIG. 1. Map of mean annual frequency of MCS cloud shields

passing overhead. Boxes indicate the 58 boundary defining the

analysis regions for the Plains (PL, green) and Deep South (DS,

yellow) modes.

1 A full-disk scan by a geostationary satellite captures the entire

hemisphere visible from the satellite’s position in orbit. For the

GOES satellites used in this study, full-disk scans nominally oc-

curred at 3-h intervals, while scans specifically over North America

or the continental United States occurred at more rapid frequen-

cies. In the event of a schedule change, the more frequent scans

may be cancelled, but the full-disk scan was typically conducted.
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In the event of a data gap longer than 3h, MCSs existing

in either image bordering the data gap are removed

because their lifetime is incomplete, and no MCS may

contain a data gap within its duration.

The total coverage for the 1996–2017 period is 97.2%,

but most of the missing times are in the first two years,

which only have 86.7% (1996) and 75.9% (1997) cov-

erage. All other years have greater than 95% coverage,

and 16 of the 22 years have greater than 98% coverage.

When considering the 22-yr record of each month, only

March (90.8%) has less than 95% coverage.

b. MCS identification and tracking

ForMCS identification and tracking, we implemented

our own version of the area-overlap algorithm from

Williams and Houze (1987). It is built on a graph data-

base, as in Whitehall et al. (2015). A graph database is

composed of nodes that are connected by edges. When

applied to tracking MCSs, each node represents a

cloud shield identified in a single image, and each edge

connects the clouds from one image to the next. This

technique was chosen for its ability to run without

any human intervention once provided parameters.

Machado et al. (1998) demonstrated that automated

area-overlap techniques perform similarly to more

sophisticated hybrid manual-automatic methods, but

without the labor intensiveness.

Each satellite image of cloud top temperatures,

called a frame, is masked at a temperature threshold of

221K (2528C). A contiguous area of cloud-top tem-

perature colder than 221K within a frame is a cloud el-

ement and saved to a node in the database. The areal

extent is calculated for each element and stored as a

property of its node. If there is an areal overlap of ele-

ments from subsequent images, an edge is added to

connect the two nodes, indicating that the two elements

represent the same system moving through time. This

approach is successful in handling rapid growth, rapid

decay, mergers, and splits. A potential MCS is repre-

sented as a connected component (all nodes that have

a path to each other) in the graph database. Due to

mergers and splits, it is common for a connected com-

ponent to contain multiple elements in the same frame.

A group of connected elements in the same frame is

referred to as a cloud cluster. To meet the requirements

for an MCS, the cloud clusters must maintain a size

threshold for a continuous duration, which we take to be

30 000km2 for at least 3 h.

The temperature, size, and duration criteria used to

identify MCSs are arbitrarily selected but based on

previously published techniques. The 221K tempera-

ture threshold has been used repeatedly for Great Plains

MCS research, beginningwithMaddox (1980), who used

it alongside 241K because these temperatures are easily

identifiable contours on images that use the MB en-

hancement curve (a false-color enhancement for view-

ing infrared satellite images). Augustine and Howard

(1988) argued for abandoning 241K, as systems with

separate 221K cloud shields often share 241K cloud

shields if they are in close proximity. Subsequent satellite-

based studies of MCSs over the Great Plains have used

221K as the temperature threshold (e.g., Augustine and

Howard 1988, 1991;Anderson andArritt 1998, 2001; Jirak

et al. 2003). The relationship between area and temper-

ature threshold is nearly linear for changes on the order of

5–10K (Mapes and Houze 1993). A relaxed threshold

results in larger area and/or duration (Augustine and

Howard 1988; Mapes and Houze 1993; Haberlie and

Ashley 2018). Our own analysis of temperature threshold

sensitivity similarly suggests that the overall results do not

fundamentally change.2

Although we ultimately find that there is no clear

threshold that separates MCSs by size and duration, the

algorithm does require minimum size and duration cri-

teria to consider the cloud cluster as an MCS. Our cri-

teria were selected for consistency with previous work in

the region. Maddox (1980) first established MCC crite-

ria with 50 000 km2 maintained for 6 h. Jirak et al. (2003)

added complementary meso-b classes that used criteria

of 30 000km2 maintained for 3 h, with the constraint that

the maximum size must also be 50 000km2 or greater

(Table 1). The 3 h time scale was selected to correspond

with the inverse of the Coriolis frequency at midlati-

tudes, as suggested for mesoscale circulation (Emanuel

1986; Parker and Johnson 2000), and 30 000 km2 corre-

sponds approximately to a circle drawn with a 100km

radius, the length scale for radar-based convective lines

recommended for MCS study (e.g., Houze 1993; Parker

and Johnson 2000). We dropped the Jirak et al. (2003)

requirement that maximum size exceed 50 000 km2,

but we found that 83.9% of systems that maintained

30 000 km2 for 3 h still exceeded 50 000 km2 at their

maximum extent. Our preliminary analysis also tested

various combinations of size and duration criteria, and

we discuss this sensitivity in section 4.

c. MCS processing

The size of a cloud element is obtained by summing

the areas of the pixels contained within the element.

2We also tested 211, 231, and 241K. The differences in results by

using the different thresholds haveminimal impact on the analyses.

For the more relaxed (warmer) thresholds, more smaller systems

were identified, while larger systems often merged together.

Systems that reached the edge of the domain were also far more

common with relaxed thresholds.
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The area of a cloud cluster is the sum of the sizes of

its elements. Maddox (1980) uses the terms initiation,

maximum extent, and termination to describe the mo-

ments when the MCS first exceeds the size criterion,

when it reaches maximum size, and when it first falls

below the size criterion. We estimate the times of initi-

ation and termination by linearly interpolating between

frames. The duration of an MCS is the time elapsed

between initiation and termination. If a potential MCS

component has two distinct periods in which its area

meets the minimum size requirement, separated by a

period of time during which it does not, the component

is split at the time of minimum area and each newly

separate component is considered independently in all

previous and subsequent calculations.

For time-of-day analysis, we use central daylight time

(CDT), which equals UTC 2 5h. This time was chosen

to coincide with the greatest activity across the domain

during the most active season. When a system needs to

be assigned to a day of the year, we use the day on which

it initiated, even if it survives to the next day (which is

common). Location is determined by both the center of

mass of each cloud cluster and by the entire area covered

by a cloud cluster. The center of mass location is used for

system motion calculations, while cloud cover areas are

used for map-based calculations.

We are interested in the domain bounded by 27.58–
52.58N and 77.58–107.58W because it captures MCS ac-

tivity over the Great Plains and the Deep South, the

most active regions (HA19; F19). To minimize the im-

pact of the domain boundaries on the analysis, we pro-

cess the domain of interest within a larger region,

bounded by 208–558N and 658–1158W. This larger region

allows us to capture the full lifetime information of most

MCSs that occur within the domain of interest even if

they are only within the domain for a short time. Our

selected domain of interest frequently captures MCSs

associated with the North American monsoon, which

we excise because they occur near the edge of the

GOES-East coverage and would be better studied by

GOES-West imagery. To remove their influence on

our composites, we eliminate the southwest corner

(bounded by a line from 32.58N, 107.58W to 27.58N,

102.58W) from the domain of interest and remove

MCSs that exist only within this corner. Also, we

use precipitation-type output from ERA5 reanalysis

(Copernicus 2017) to identify and remove systems

which contain nonhail frozen precipitation. If an MCS

occurs within the larger region and does not enter the

domain of interest, it is not included in the analysis.

Similarly, if an MCS reaches the outer edge of the

larger domain, it is removed from analysis because we

have incomplete information on that MCS. By re-

moving the systems on the outer edge of the domain,

we also effectively remove tropical cyclones from the

dataset. We discuss the impact of the domain on the

results in section 3.

We assert that we have the complete life cycle of the

MCS if we have its entire spatial information (i.e., the

MCS does not touch the outer edge of the larger do-

main) and temporal information (i.e., the MCS duration

does not contain a data gap). We identify 9607 MCSs

that meet these criteria, and compare MCS life cycles at

the same moments in their evolution. We end up com-

paring systems of vastly different duration, but find that

life cycles follow remarkably similar patterns regardless

of duration.

Regional analyses are only conducted on subsets of

the data that pass within a 58 box of the Plains or Deep

South grid cells with maximum frequency (the geo-

graphic modes). After removing the 218 MCSs that are

shared by the two modes, 2028 MCSs comprise the PL

subset, and 1714 comprise the DS subset. The analyses

performed on these subsets are otherwise the same as

those performed on the entire domain.

3. Spatial and temporal characteristics

Previous studies have identified favorable baroclinicity,

wind shear, and CAPE as reasons that the central and

southeastern United States is one of the most active lo-

cations for MCSs (e.g., Laing and Fritsch 1997, 2000).

These ingredients are typically provided by common

synoptic-scale phenomena such as baroclinic fronts

TABLE 1. MCS classifications typically used in previous literature for regions of cloud-top temperatures colder than 221K (2528C).

Classification Size Duration Reference

Mesoscale convective system (MCS) $30 000 km2 $3 h This study

Mesoscale convective complex (MCC) $50 000 km2 $6 h Augustine and Howard (1988)

Persistent elongated convective

system (PECS)

$50 000 km2 $6 h Anderson and Arritt (1998)

Meso-b circular convective

system (MbCCS)

$30 000 km2 $3 h Jirak et al. (2003)

Max $ 50 000 km2

Meso-b elongated convective

system (MbECS)

$30 000 km2 $3 h Jirak et al. (2003)

Max $ 50 000 km2
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(Maddox 1983) and the Great Plains LLJ (Trier and

Parsons 1993). Given enough warm, moist air in the

lower levels, however, MCSs also often develop with

only smaller, local initial forcings (S19; F19). This shifts

the typical favorable MCS ingredients to the local scale

in summer from the synoptic scale the rest of the year.

Regardless of the environmental scale,MCSs are strongly

modulated diurnally, as both the synoptic-scale LLJ and

the local forcings (such as the MPS or a land–sea breeze)

have diurnal recurrence (Blackadar 1957; Holton 1967;

Tian et al. 2005).

a. Seasonal cycle

Frequency per grid cell (0.0258) is determined by

counting the number of MCS cloud shields that affect

that cell (Fig. 1). We observe maximumMCS frequency

in PL, with an average of 32.5MCSs per year in grid cells

near 408N, 958W. The spatial distribution of frequency

resembles a bull’s-eye that stretches across the center of

the continent. The broad area of grid cells averaging

more than 20 MCSs per year spans a radius greater than

750 km and contains much of the central and south-

eastern United States. This PL maximum agrees with

the warm-seasonMCS studies (e.g., Ashley et al. 2003).3

We also observe a local maximum of MCS frequency

along the coastline in the DS, but this maximum is of a

lesser magnitude than PL. The DS gridcell maximum

annual frequency is 25.4 MCSs (or 78% of PL) near

318N, 908W, and is separated from the larger bull’s-eye

pattern to its northwest by a local minimum at 338N,

918W (20.9 MCSs per year). To conduct detailed anal-

ysis of these two regional modes, we define 58 boxes

around the locations of local maximum for each. In these

regional analyses, we consider the subsets of MCSs that

pass through each 58 box. This creates subsets of 2028
MCSs in PL and 1714 in DS (after removing the 218 that

passed through both).4

Many previous studies focused on the warm season,

when MCSs are most frequent (e.g., Bartels et al. 1984;

Augustine andHoward 1988, 1991; Anderson andArritt

1998, 2001; Ashley et al. 2003). They also find that during

the warm season, MCSs are most common near PL. In

studies that examine the entire year (e.g., HA19; F19),

MCSs are found in and near DS throughout winter,

which extends the area of high annual frequency toward

the south.

We find a strong seasonal cycle with a 20-fold decrease

in magnitude between the maximummonthly frequency

(July, 100.5) and the minimum (January, 5.1; Fig. 2).

While June (78.7) and August (83.1) frequencies reach

near 80% of the July maximum, we observe an asym-

metry between spring and autumn in that MCS fre-

quency increases more gradually in spring, taking

18 weeks to increase from mid-March levels (2.5 per

week) to the maximum in mid-July (23.2 per week). In

contrast, it takes 3 fewer weeks in the autumn for the

frequency to return to 2.5 per week in mid-November.

This seasonal pattern qualitatively agrees with HA19

and F19, but the differences are noteworthy. Both pa-

pers report less contrast between the maximum in June

and minimum in January (a factor of 9 and 12 in HA19

and F19, respectively, cf. our 20), while frequencies

in May, July, and August are somewhat larger (80%–

90% vs 70%–80%). The latter difference makes their

monthly averages more symmetric around June and

July. The discrepancy may arise from the choice of

identification and tracking techniques. For example, in

our tests of different temperature thresholds, warmer

temperature thresholds result in larger relative frequen-

cies in fall and winter, while colder thresholds result in

relatively larger frequencies in spring5 (Figs. S3, S4 in the

online supplemental material). Furthermore, strong ra-

dar reflectivity (e.g., $40dBZ) is more frequent in DS

than elsewhere in the domain (Fairman et al. 2016).

FIG. 2. Mean annual MCS counts by month. Histogram repre-

sents entire domain (left y axis). Green and yellow lines represent

Plains (PL, green) and Deep South (DS, yellow) modes, respec-

tively (right y axis).

3We tested whether the bull’s-eye pattern is an artifact of the

limited domain by considering how MCS frequency changes with

the inclusion of MCSs that occurred on the edge of the domain

(Fig. S1). Even with these MCSs included, the bull’s-eye is funda-

mentally unchanged.
4 The heatmaps associatedwithMCSs that pass through each box

are provided in Fig. S2.

5 If a temperature threshold of 241K is used, there is only a 14-

fold difference between monthly maximum (July) and minimum

(December) frequency, but with frequencies relatively higher in

the fall and lower in the spring.
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The locations of MCS occurrence are also strongly

tied to the seasonal cycle. The most active region for

MCS occurrence varies from PL in the summer to DS in

the winter.While our observations agreewithHA19 and

F19 in that winter MCSs occur most commonly in DS,

we detect many fewer winterMCSs. In the averageDJF,

the grid cells with the highest frequency (in and around

DS) only observe two MCSs (Figs. S4, S5). As a result,

our annual frequency pattern across all regions is pri-

marily driven by summer and spring. In March and

April, MCSs begin to occur more frequently over the

northern part of DS. As the season changes to summer,

MCS frequency continues to increase and migrate to the

northwest, following the typical migration of the NASH

(Li et al. 2012). In June, MCSs are most common in PL

and to its west, but an increase in occurrence also begins

along the DS coast. These two regional maxima persist

in July and August, ultimately creating the two regional

modes observed in the annual frequencymap (Fig. 1). In

September, MCSs become much more scarce, and by

November, MCSs are essentially restricted to in and

around DS (Fig. S6).

The relationship between geography and season is also

demonstrated by comparing the two geographic modes

(Fig. 2). From November to March, DS experiences more

than twice as many MCSs as PL. As the thermodynamic

profiles are typically more stable in the winter, it follows

thatMCSs would be restricted to near the Gulf ofMexico,

where proximity to warm water keeps convective insta-

bility relatively higher when compared to the plains. From

April through June, frequency in PL quickly increases,

outpacing the frequency in DS by as much as 7 MCSs

(more than two times as many) per month. This rapid in-

crease in frequency corresponds with the seasonal NASH

migration (Li et al. 2012) and increased LLJ occurrence in

PL (Weaver and Nigam 2008). In July, PL and DS both

reach maximum. At this time, however, DS is dominated

by smaller and shorter-lived MCSs (shown in section 4d)

that suggest smaller-scale disturbances as the triggers for

initiation (as suggested by F19 and S19). The two modes’

frequencies then decrease together throughout autumn.

System movement patterns are an influential factor in

MCS climatology and also vary by season and location.

Individual MCSs persist for many hours and can travel

several hundreds of kilometers during their lifetime.

Some locations that most commonly observe MCSs are

also regions where they rarely initiate (e.g., the eastern

plains), whichmeans that their climatology is dominated

by MCSs that develop upstream. We find that most

MCSs (82%) move east after initiation, which is con-

sistent with climatological synoptic wind patterns.

To further examine MCS movement, we examine

the median paths taken by MCSs after their initiation

(Fig. 3). Median paths follow an anticyclonic arc, first

traveling to the east before eventually turning southeast.

Compared to the domain average, PL MCSs tend to

travel farther to the east before turning south, while DS

MCSs cover less distance and almost immediately turn

to the southeast. This result is consistent with the typi-

cally longer durations of PLMCSs (shown in section 4d)

and differences in the synoptic-scale environments that

lead to MCSs in the two regions.

Using the same domain-based composites, we also

calculate the typical movement speeds throughout the

system lifetime (Fig. 4). Ignoring the artifacts at the

beginning and end of MCS lifetime,6 we see the average

movement speed slightly increase from 13 to 15m s21 as

the MCSs age. The range of movement speed remains

consistent throughout MCS lifetime, with the MCSs

moving between roughly 5 and 30ms21 (10th–90th

percentiles). These values are in agreementwithF19, who

calculatedMCSmovement speeds from 6 to 30ms21, and

Carbone et al. (2002), who identified phase speeds of

7–30m s21 consistent with a combination of steering

wind advection and cold pool propagation. Between the

regional modes, DS averages 1ms21 slower than the full

domain median, while PL averages 2.5m s21 faster.

b. Diurnal cycle

MCS frequency is heavily modulated by the diurnal

cycle. Given the importance of MCSs in the climate

system and the modeling community’s difficulties in

simulating many aspects of this cycle (e.g., Prein et al.

2017), properly simulating the diurnal behavior ofMCSs

and their ingredients (e.g., LLJ) will likely lead to better

simulations of the entire climate. The diurnal pattern of

propagating precipitation across the continent is well

documented in the region, and MCS movement aligns

FIG. 3. Paths of regional composite MCSs relative to the initia-

tion location in degrees latitude and longitude for the overall do-

main (black), Plains (PL, green), and Deep South (DS, yellow).

6 The appearance and disappearance of new and old elements

cause jumps in the algorithm’s calculation of the cluster’s center

of mass.
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extremely well with the warm season precipitation pat-

terns (e.g., Carbone and Tuttle 2008).

Our observed diurnal pattern ofMCS frequency follows

that of otherMCS studies (e.g.,Maddox 1980; Bartels et al.

1984; Augustine and Howard 1988; Anderson and Arritt

1998; Jirak et al. 2003), (HA19; F19), in that MCSs are

most frequent in the late evening and least frequent

around noon (Table 2). We find that MCSs are most

common at 2000 CDT, during which 60.6% of all MCSs

are active, compared to the least common time of 1100

CDT, during which only 24.5% are active.

The two regional modes are quite different in their

diurnal patterns (Fig. S7). MCS frequency begins to in-

crease along the coast inDS just after noon, then spreads

into the rest of DS, reaching maximum at 1700 CDT.

Around this time, a separate region of MCS activity

begins in the west. This western region of activity

quickly expands across PL, reaching its maximum at

2100 CDT. At the same time, MCS frequency in DS

collapses, reachingminimum shortly aftermidnight. The

region of high frequency in PL continues to propagate

and slowly diminish throughout the early morning,

reaching its minimum just after noon.

MCS initiations primarily occur within a small range

of times. Half of all MCSs initiate during the 6 h from

1400 to 2000 CDT, with over 20% initiating in the 2 h

between 1500 and 1700 CDT. The PL and DS times of

initiation are similarly compact, with half of theMCSs in

these regions also initiating within 6h (1400 to 2000

CDT and 1200 to 1800 CDT, respectively). The pre-

ferred times of maximum extent and termination then

occur throughout the night, and are not as compact due

to the variations in system duration (Table 3).

There are two distinct prime locations for MCS initi-

ation, each corresponding to one of the regional modes

of maximum frequency. Although PL experiences the

most MCSs, on average, it is relatively rare for these

MCSs to initiate within PL. Instead, they typically ini-

tiate to the west, along the Rocky Mountain foothills,

and propagate eastward into PL. The other common

initiation region is along the coast of the DS. Because

DS MCSs typically do not move as far as PL ones,

most of these MCSs remain in DS for their duration

(Figs. 5, S8).

4. Duration and size

MCS duration and size are the main defining criteria in

most satellite-based studies (e.g., Maddox 1980; Augustine

and Howard 1988; Anderson and Arritt 1998; Jirak et al.

2003). The largest and longest-lasting MCSs have an

outsize impact on the climate system, not only because

they affect larger areas for longer amounts of time

(contributing substantially to the local precipitation bud-

gets), but also because of the increased upscale impacts

that larger, longer-lasting MCSs have on the synoptic en-

vironment (e.g., Yang et al. 2017). The top-heavy vertical

profile of diabatic heating generates a positive midlevel

potential vorticity anomaly (Fritsch et al. 1994), called a

mesoscale convective vortex (MCV), that can exist well

after its generative MCS has dissipated (Johnston 1981;

Bartels and Maddox 1991). MCVs are strengthened by

larger and longer-lasting MCSs, and in turn, they enable

both the persistence of the generative MCS and the initi-

ation of future MCSs. On the other hand, smaller and

shorter-lasting MCSs have been found to be exponentially

more common (e.g., Jirak et al. 2003; Yang et al. 2017;

Song et al. 2019). Due to their numbers, their impacts

cannot be discounted.

a. Distributions

While the exact distributions of duration and maxi-

mum size are dependent on the identification criteria, it

is much more common for MCSs to be smaller and

short-lived. The distribution of maximum size is the

most sensitive to the criteria because the duration

FIG. 4. Movement speed of regional composite MCSs as a

function of duration elapsed for overall domain (black), Plains (PL,

green), and Deep South (DS, yellow).

TABLE 2. Hours (in CDT) of the maximum and minimum overall

frequency.

Region Maximum Minimum

Overall 2000 1100

Plains 2100 1400

Deep South 1700 0200

TABLE 3. Hours (in CDT) of most common initiation, maximum

extent, and termination.

Region Initiation Maximum extent Termination

Overall 1500 (10%) 1800 (9%) 2100 (7%)

Plains 1700 (11%) 2300 (9%) 0900 (8%)

Deep South 1400 (13%) 1700 (13%) 2100 (9%)
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requirement dampens the frequency of the very smallest

MCSs (Fig. 6). In order for an MCS to maintain the min-

imum size threshold for the time required, the lifetime

maximum size must overshoot the minimum threshold

by a factor that depends on the duration criterion.

For example, a change in duration criterion from 3 to

6 h moves the median maximum size from 79 000 to

115 000 km2 (Fig. S9). The reduction in frequency of

the smallest MCSs caused by longer-duration crite-

rion results in a maximum size distribution appearing

closer to lognormal.

The differences between PL and the rest of the do-

main are illustrated by the patterns of duration and size.

(Fig. 6, Tables 4 and 5). PL averages much longer du-

rations and larger maximum sizes than DS and the full

domain. The distributions in PL are less skewed and

much flatter. PL duration decreases almost linearly, as

opposed to exponentially (as seen in DS and domain

average), and the maximum size, while still appearing

lognormal, has amuch heavier tail. Conversely, duration

and maximum size in DS are quite similar to overall,

with only a subtle deviation in that the distribution of

maximum size is slightly flatter than in the entire domain

(as can be seen by comparing kurtosis).

Because the duration and maximum size distributions

exist on continua in which frequency decays quickly but

smoothly as either characteristic increases, there are no

obvious duration or size thresholds upon which to base a

satellite-based classification. Jirak et al. (2003) noted

that the choice of subclassifying criteria can prejudice

the interpretation of results. In dividing MCSs into two

categories based on criteria (see Table 1) close to the

overall minimum requirement, they identified more

MCSs in the larger and longer-lasting category, even

though they found distributions of duration and maxi-

mum size that decay quickly as the parameters increase.

We see the same sensitivity to these thresholds (Fig. 6).

The satellite data alone do not suggest an obvious scheme

for subclassifying MCSs based on duration and size.

b. Seasonal cycle of duration and size

Distributions of maximum size and duration also

change from spring to summer. This is best illustrated by

their cumulative distributions (CDFs, Fig. 7). May and

June (MJ) are examined together, because they are

qualitatively similar, and we combine July and August

(JA) for the same reason. The CDFs of MJ and JA

are nearly identical at the smallest sizes and durations.

They then diverge, reaching a maximum at 12h and

200 000 km2. Thus, the MCSs in the middle range of

values are relatively more common in JA than MJ and

systems larger than 12h and 200 000km2 are more

common in MJ than JA. The greater significance of

smaller, shorter-lived MCSs in JA compared to MJ is

further support for F19 and S19’s suggestion that locally

forced MCSs are more common in summer.

The differences between PL and the rest of the do-

main is also evident in Fig. 7. While CDFs of DS and

FIG. 5. As in Fig. 1, but for locations of MCS initiations.

FIG. 6. Frequency distributions of MCS (a) duration and

(b) maximum size for the entire domain (histogram), Plains (PL,

green), and Deep South (DS, yellow).

TABLE 4. Summary statistics for the distributions of duration.

Mean

(h)

Median

(h)

Mode

(h)

Std

dev (h) Skewness Kurtosis

Overall 9.3 7.2 3.0–3.5 7.0 3.56 26.69

Plains 12.2 11.1 3.5–4.0 7.4 1.72 6.17

Deep

South

9.6 7.5 3.5–4.0 7.5 3.65 24.60
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overall domain both quickly asymptotically approach

100%, PL does somuchmore gradually. This means that

the largest and longest-lasting MCSs are a much more

significant component of climatology in PL than in DS

or the full domain. Seasonally, the largest separation

between MJ and JA duration CDFs are also 12 h for

both regional modes. Substantially different are the

sizes at maximum separation, which occur at 90 000km2

in DS and 270 000 km2 in PL. This indicates that the

seasonal variations in duration occur at roughly the

same scales regardless of location; meanwhile, those

seasonal variations in maximum size are influenced by

location.

The influence of seasonal changes can also be seen in

the spread of duration and size within each month

(Fig. 8), particularly in the median and upper quartile

(the lower quartile changes little throughout the year).

The medians for duration and maximum size are largest

in the late spring, and duration exhibits a secondary

maximum in the fall. The medians for DS also show

bimodality in the transition seasons, particularly for

duration, whereas PL has only a single mode in each

characteristic (MJ). Throughout the summer, the me-

dian size and duration of PL MCSs are equal to or

greater than the 75th percentiles of the entire domain.

When DS MCSs are at their smallest and shortest last-

ing, PL commonly experiences some of the largest and

longest-lasting MCSs in the entire United States.

c. Duration-size correlation

To quantify the correlation between duration and

maximum size, we calculate both Pearson (testing for

linearity) and Spearman (testing for monotonicity)

correlation coefficients, obtaining values of r 5 0.71

and r5 0.83, respectively. Recognizing the exponential

nature of the size and duration distributions, we also

performed the Pearson test on the natural logarithms

of duration and maximum size (0.82). These tests all

indicate that there is a strong positive correlation be-

tween duration and maximum size.

This strong correlation can be seen in Fig. 9. As both

duration and maximum size are distributions that decay

exponentially, most observed MCSs fall into the category

of small and short lived. As longer durations are consid-

ered, the envelope of observedmaximum sizes expands but

still increases monotonically. For the shortest durations,

very large MCSs are extremely rare. Similarly, small

MCSs are rare for the longest durations. The extreme

durations are slightly more rare in DS and slightly less

rare in PL.

d. Life cycle of size

Using the same location-based composites as in section 3a

(Fig. 4), we examine the patterns of size throughout the

MCS lifetime (Fig. 10a). For each composite, the sys-

tems are compared at equal percentages of duration

elapsed. We calculate statistics as a function of this

normalized duration. This approach simplifies the cli-

matology to a smooth function of time that closely

follows a parabola. The average of DS closely resembles

the median for the entire domain, while PL exhibits a

much larger average size than the overall domain. This is

partially due to the tendency for PL MCSs to have

longer durations, but is also due to their larger initial

growth rates.

The average growth rates throughout the system life

cycle are calculated in the same manner as system size

(Fig. 10b). Consistent with the parabolic shape of the

TABLE 5. Summary statistics for the distributions of maximum size.

Mean (104 km2) Median (104 km2) Mode (104 km2) Std dev (104 km2) Skewness Kurtosis

Domain 11.4 7.9 4.5–5.0 9.5 2.65 9.46

Plains 17.6 13.0 5.0–5.5 13.4 1.59 3.06

Deep South 10.8 8.3 4.5–5.0 7.4 2.17 6.45

FIG. 7. Cumulative distribution functions of (a) duration and

(b) maximum size for the entire domain (black), Plains (PL,

green), and Deep South (DS, yellow). The May/June distribu-

tions are drawn with dashed lines, while July/August distributions

are dash–dotted.
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time series for size, composite growth rates are at their

maximum at the time of initiation and decrease near-

linearly with time. These average growth rates reach

zero just after 50% of the total duration. Again, the av-

erage of DS closely resembles the domain median, while

PL MCSs typically have greater initial growth rates.

The parabolic model for the composite life cycles is

written as

S(t)5S
0
1G

0
t1G0t2/2 , (1)

where t is the time since initiation, S is system size, S0 is

initial size (we use 30 000km2), G0 is initial growth rate,

and G0 is the rate at which the growth rate changes,

averaged over the life cycle. To align with Fig. 10, where

we are interested in the percentage of the duration

elapsed, we introduce nondimensional time as ~t5 t/D,

where D is system duration. We also define ~G0 5G0/D

and ~G0 5G0/D2. Then we can state (1) as

DS(~t)5 ~G
0
~t1 ~G0~t 2/2 , (2)

where DS5 S2 S0, as plotted in Fig. 10a. Furthermore,

because DS(0) 5 DS(1) 5 0, we obtain ~G0 522 ~G0.

Substituting this into (2) simplifies the function to

DS(~t)5 ~G
0
~t(12 ~t ) . (3)

The empirically calculated values of ~G0 for each

composite (Table 6) show that G0 is similar for DS and

the domain, but much larger in PL, even after normal-

izing by D. Thus, the longer-lived MCSs from PL also

tend to have a larger initial growth rate.

5. Discussion and conclusions

In this paper, we have provided a 22-yr climatology of

the spatial and temporal characteristics of 9607 MCSs in

the central and southeastern United States, compiled

FIG. 8. Distributions of median (a) duration and (b) maximum

size of MCSs, by month for the overall domain (black), Plains (PL,

green), and Deep South (DS, yellow). The 25th to 75th percentile

for the overall domain (shaded) and the median for the entire

dataset (red dashed line) are also illustrated.

FIG. 9. Scatterplot of duration and maximum size for the entire

domain (black), Plains (PL, green), and Deep South (DS, yellow).

Individual MCSs (points) and regional linear regressions (dashed

lines) are illustrated.

FIG. 10. (a) Size and (b) growth rate of MCSs as a function of

time since MCS initiation for overall domain (black), Plains (PL,

green), and Deep South (DS, yellow). The 25th to 75th percentile

for the overall domain (shaded) is also illustrated.
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from geostationary satellite images.We implemented an

automated identification and tracking algorithm on a

single data source, which ensures that the constructed

dataset is self-consistent. The resolution and expan-

siveness of this dataset allowed for detailed analyses that

highlight the evolution throughout MCS lifetimes and

the differences between the two regional modes.

Environmental conditions favorable for MCS devel-

opment have previously been identified as low static

stability, CAPE, a baroclinic frontal zone, vertical wind

shear, low-level convergence, and upper-level diver-

gence (Maddox 1983; Burke and Schultz 2004; Laing

and Fritsch 1997, 2000; Coniglio et al. 2010; Yang et al.

2017; F19; S19). MCSs are typically associated with a

LLJ, which provides low-level advection of ue (equivalent

potential temperature) and vertical wind shear (Peters

and Schumacher 2014). The climatological maximum

temperature and humidity in summer allow for MCSs

to initiate with local forcings, even in the absence of

favorable synoptic-scale conditions (F19; S19). In these

instances, a local forcing such as a bore (Geerts et al.

2017; Parsons et al. 2019; Haghi et al. 2019), the MPS

or a sea breeze can provide sufficient lift, but without

additional larger-scale forcing, these MCSs typically

remain small (Yang et al. 2017). Despite the different

initiation mechanisms, MCS duration and maximum

size patterns exist on a continuum, andwefind no obvious

scheme to classifyMCSs based on satellite patterns alone.

Although MCSs can initiate without favorable large-

scale environments, their size and longevity are depen-

dent on the large-scale environment. The largest and

longest-lastingMCSs typically occur in the presence of a

strong, broad LLJ and/or large-scale lift in advance of a

trough (Maddox 1983; F19). Among the longest-lived

MCSs, the top-heavy heating profile generates potential

vorticity anomalies (Maddox 1980; Raymond and Jiang

1990; Fritsch et al. 1994; Stensrud 1996; Li and Smith

2010; Yang et al. 2017). These create upscale feedbacks

that influence large-scale circulations, encourage further

MCS maintenance, and aid future MCS initiation.

We find that MCSs in the plains represent the primary

regional mode, where individual grid cells average up

to 32.5 MCSs per year. During the warm season, PL

commonly receives additional warm, moist air and ver-

tical wind shear from the LLJ (Coniglio et al. 2010;

Peters and Schumacher 2014). Synoptic-scale troughs

also regularly cross PL, but are strongest in the spring

(F19). PLMCSs typically initiate in the afternoon, often

along the eastern slope of the Rocky Mountains. These

first storms are consistent with locally forced lift from

theMPS. Further evidence for this initiation mechanism

is the absence of MCS initiation directly over PL during

the afternoon (Weckwerth and Romatschke 2019), as

the MPS causes a sinking motion over PL in the after-

noon (Tian et al. 2005; Carbone and Tuttle 2008). As a

result, PL MCSs typically enter PL later in the night, as

they travel along an eastward anticyclonic arc.

PL MCS frequency increases rapidly through the

spring. At the end of spring, the typical PL MCS is

among the largest and longest lasting to occur in the

United States. During this time, low-level tempera-

ture and humidity are approaching their climatological

maximum, providing ample potential energy for con-

vection. Synoptic-scale baroclinic troughs are at their

strongest during this time (Wang and Chen 2009; Feng

et al. 2016), as is the LLJ (Weaver and Nigam 2008;

Weaver et al. 2009). Springtime initiations also occur

closer to PL, indicating that spring initiations are dom-

inated by synoptic, rather than local, forcings.

Seasonal frequency in PL maximizes in July, which

averages nearly 18 MCSs. Due to the summertime

maximum in temperature and humidity, the Rocky

Mountain foothill climatological environment is con-

ducive enough that local forcing from theMPS is enough

to initiate an MCS (S19). Even though an MCS can

initiate with locally driven lifting, the large-scale envi-

ronment must still be favorable; otherwise, theMCS will

remain small and short lived (Yang et al. 2017; F19; S19).

This is illustrated by the decrease in median duration

and maximum size that occurs in the summer, corre-

sponding with maximum frequency.

Meanwhile, the Deep South experiences the second-

ary regional mode, where the most active grid cells av-

erage 25MCS in an average year. The lower latitude and

proximity to warmwater in theGulf ofMexicomakeDS

warmer and more humid than the rest of the domain

(Tian et al. 2005). As a result, the climatological mean

conditions are conducive for locally forced MCS initia-

tion for a longer period of summer. This is evidenced by

the smaller median duration and maximum size that

occurs along with maximum frequency from May

through August. The largest and longest-lasting MCSs

occur earlier in spring, in April and March, respectively.

There is also a secondary maximum in duration and

maximum size in fall, which suggests similarity of the

transition seasons (F19). Even in winter, the warm,

TABLE 6. Estimates of ~G0 for each region, as determined by

fitting Eq. (3) to the median life cycles of size for the composites in

Fig. 10a. Values for G0 are estimated by dividing the fitted ~G0 by

the median duration.

~G0 (10
4 km2) Median D (h) G0 (km

2 s21)

Domain 16.0 7.2 6.2

Plains 30.3 11.1 7.6

Deep South 16.6 7.5 6.1
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humid air from theGulf ofMexico couples with favorable

synoptic environments forMCS initiation.Althoughwe do

not observe asmanywinterMCSs asHA19 andF19 (likely

due to different identification schemes), we do agree that

winter MCSs are typically confined to in and around DS.

The local forcing in DS is associated with the land–sea

breeze (Tian et al. 2005), shown by initiations occurring

along the coast. Because DS is to the east of the Rockies,

the diurnally forced initiations occur earlier in the after-

noon by a couple hours. Also, because DS MCSs more

commonly occur in weaker mean flows, they tend to

move more slowly and travel less distance.

Beyond the regional differences, we found duration

and maximum size to be strongly correlated. The life-

time ofMCS sizes closely follow a parabolic evolution in

which growth rate and its decrease over time combine to

produce the size-duration correlation. While this does

not apply generally to all MCSs, it does robustly repre-

sent the average MCS lifetime pattern.

More broadly, accurately representing the spatial and

temporal patterns ofMCSs will become critical as climate

models become more sophisticated. For example, a dry

bias commonly occurs in models of the central United

States (Dai et al. 1999; Prein et al. 2017; F19). This is likely

due to poor representation of diurnal MCSs propagation

across the Plains (Tian et al. 2005). The climatology

presented in this paper, along with the techniques for

summarizing MCS climatology, provide modelers and

theorists resources with which to compare their models.
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